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Abstract

The surface quality of additive manufacturing products has attracted the commitment of nu-

merous mechanical researchers due to its continuous quality improvement and prevention of

surface-initiated cracking making it useful in the automotive and aerospace industries. This

study experiments the nature of extracting optimal top surface roughness parameters and in-

depth porosity analysis to interpret the characteristics of the Selective Laser Melting process.

A 3-factor, 3-level full factorial Design of Experiments with a total of 27 tests of experimental

data has been gathered, use of Two and Three-way ANOVA testing has been conducted on the

derived and fundamental variables respectively, main effect and 3D plots have also tested the

relationships and significance of the factors on one another. The following quantities have been

segregated, correlated, and non-parameter tests have been conducted to optimise the process

parameters and achieve the best surface and porosity quality within an AlSi10Mg Aluminium

alloy.

AlSi10Mg cubes were fabricated using the laser powder bed fusion (LPBF) process. Independent

parameters gain insight into the effect of energy density and scan speed on porosity and surface

roughness. Results showed the impact of laser energy density on SLM AlSi10Mg manufactured

parts being experimented and concluded that medium energy density values of = 156.25 Jmm-1

reduces porosity to a minimum, whereas the top roughness optimises at around 133.3 Jmm-1.

Moreover, considerable differences in roughness appeared using different parameters and opti-

mised surface quality was obtained at 6.81 µm that would still be high and inapplicable in the

tested applications.
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Chapter 1

Introduction

“When you can measure what you are speaking about, and express it in numbers, you know

something about it, but when you cannot express it in numbers, your knowledge is of a meagre

and unsatisfactory kind; it may be the beginning of knowledge, but you have scarcely, in your

thoughts advanced to the stage of science.” (Lord Kelvin, 1883).

1.1 Project Background

Additive manufacturing (AM) presents exciting new opportunities for manufacturers, espe-

cially designs that have previously been impossible to achieve using traditional manufacturing

processes. This relates to the concept of designing for performance rather than design for man-

ufacture where complex parts can be easily made providing a clear advantage over subtractive

manufacturing methods. The simplicity in which designs are sketched, modelled and exported

as STL files led to a growth in the field. This simplified method has been more favourably

followed than the Volumetric approach which takes into consideration layer distribution, tool

paths, and stress balancing that is far more complex than what can be imagined.

Selective Laser Melting (SLM), also known as Powder bed fusion (PBF), is a rapid prototyping

additive manufacturing technique designed to operate under high laser power-density towards

melting and fusing metallic powders (Aboulkhair et al. 2014). Cost reduction is making SLM

more popular, but since it is an additive manufacturing method as-built layer upon layer, it

develops high roughness values on top and side surfaces that raises a concern in industrial

application. (Hirata et al. 2020).
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1.2. Aims and Objectives Chapter 1. Introduction

1.2 Aims and Objectives

Previous studies have not focused enough on the SLM output properties of AlSi10Mg aluminium

alloy. Therefore, this project fulfils to evaluate the effects of different manufacturing parameters

on the following Alumunium cubes.

The research objectives are to:

• Test the applicability of material usage in the automotive and aerospace industries.

• Establish and highlight statistical correlations in AM parameters.

• Assess the surface roughness and porosity of AlSi10Mg fabricated parts and understand

the mechanisms of pore formation as an approach towards eliminating them.

1.3 Research Motivation

Material and Application

This study deals with AlSi10Mg aluminium alloy, which is of excellent use for its improved

dynamic and hardenability properties due to its 4% magnesium percentage. It has been verified

that for the following comparison of SLM against conventional cast aluminium with the same

chemical composition, the hardness property has shown to be 60% higher in the SLM manu-

facturing sample than the cast one (Boschetto et al. 2017). Among Aluminium-based alloys,

this specific alloy is highly demanded in railways, aeronautics, and aerospace because of its low

density causing a reduction in fuel cost, low thermal expansion (accounting for less shrinkage),

good castability (producing fully dense parts), and excellent weldability properties enabling its

application in the electronic packaging and automotive sector. (Kempen et al. 2011).

Most of the available researched resources investigated stainless steel alloys which hold high

strength, and corrosion resistance for typical use in heat exchanges and exhaust manifolds

(Aboulkhair et al. 2014). Some other examples like Titanium which compromises analysis with

high strength to weight ratio are useful in applications similarly to AlSi10Mg that not many

researchers considered experimenting with. Magnesium has a high susceptibility to evaporate

producing parts with reduced Mg content compared to metal powder. Investigations could be

carried to highlight the effect of the composition changes on the material’s mechanical properties.

2
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Figure 1.1: Pelton Wheel – (Energy Education, 2019).

SLM’s outstanding ecological indicators save resources leaving zero wastes inspired by nature’s

Biomimicry. Another indicator is its eco-design optimisation that allows complex parts to be

created monolithically, and hence lightweight structuring with a typically 50% weight reduc-

tion (Martin et al. 2017).

In addition to the previously mentioned applications, and Impulsive Pelton Wheel bucket ex-

ample shown in Figure 1.1 is of excellent usage using this Aluminium alloy since the process

allows the creation of thin walls accounting for the geometry’s complex design and curvatures.

However, to date, industries still require higher precision values, thus making the following

manufactured parts not suitable yet (Larrosa et al. 2018). Making a need for post-processing

procedures where its usage potential is available after mechanical or laser polishing, reducing

the surface roughness value to less than 0.5 µm.

3



Chapter 2

Literature Review

2.1 Powder Structure and Flowablilty

2.1.1 Powder Manufacturing

Powder handling is the process of pouring powder into a reservoir of sufficient volume. In regards

to recycling, usually, two-thirds of raw unused powder and a third of the overflow recycled feed

powder take part in the AM processes. A similar fact applies to the percentage of glass powder

being used in glass factories for the ”Press and Blow” manufacturing method making it more

profitably and sustainably desirable (MC Glass - 2020). Powder Handling and Recycling are

both important factors to consider when manufacturing. Additionally, flow characteristics,

particle’s size, distribution, shape and micro-structure all contribute to the sample’s output

quality marking powder flowability of most overall importance.

A flow characteristic with high value can easily fill a mould cavity steadily and uniformly.

Manufacturing in the powder metallurgy process involves sintering and several other operations

such as machining and heat treatments where particles are heated below their melting point

to bind (Kempen et al. 2011). Metallic powders possess different properties with sizes ranging

between 20 – 60 µm; depending on the selected powder manufacturing process different sizes

and shapes are to be expected.

4



Chapter 2. Literature Review 2.2. Factors Affecting Final Quality

Starting with the atomisation process, molten metal powders using this method are forced

through an orifice with high pressure of either gas or liquid. The following method is mostly

applicable for low melting point metals and perfect for aluminium alloys due to their corrosive

action on orifices at high temperatures. Gas atomization is the main commercial process that

provides fine powder structures, compared to water atomised ones which form irregular non-

circular shaped molecules. For brittle materials, a crushing process is alternatively used by a

powder fusion method. Large masses are first powdered, then injected into heavy crushing rolls

and finally into milling machines to produce fine grades of powder.

2.1.2 Fusion Mechanism

In powder manufacturing, three main fusion mechanism choices are of availability:

1. Solid-state sintering

2. Liquid-phase sintering

3. Chemically induced binding

Briefly, Solid State Sintering (SSS) refers to the process of particle fusion without melting;

in which the whole procedure completes in its solid-state, heated at around half the melting

temperature. Liquid phase sintering and partial melting (LPS) are alternatively undergone

where powder particles are bound to molten binders acting like glue triggering stickiness with

temperature. Chemically induced sintering is another method used for ceramic materials or

aluminium alloys bound in the presences of Nitrogen (N2) forming Aluminum Nitride (AlN)

Nanoparticles.

2.2 Factors Affecting Final Quality

Differences within a pack of binder’s size and density in a process result in output problems.

In structural material application, if the binder is smaller than the particle, better packing and

less shrinkage would be of notice leaving fewer gaps within the sample. However, causing a

disadvantage if the heat source is cut rapidly; as the molten binder particles have high viscosity

and not adequate heating would leaving out pores between the particles requiring a further

5



2.2. Factors Affecting Final Quality Chapter 2. Literature Review

Figure 2.1: Spoon of sugar and flour. Figure 2.2: Gas atomized powder particles.

furnace post-processing procedure. Also, in case differences in densities between the binder and

structural material is present, the following may lead to separations, and thus porous outcomes

as well (Read et al. 2015).

The shape is regarded as the main factor in ensuring consistent layering. If the powder was not

spread in a consistent and even manner, then porosity would arise compromising its mechanical

properties. Spherical shaped powders shown in Figure 2.2, are the ones present in the high-end

quality gas atomisation method preferred due to their good flowability characteristics. However,

their cost accounts for the expense.

In considering the size, if a particle gets smaller, friction forces on it increase thus reducing

flowability. i.e. similar to the analogy of tipping flour and sugar of a spoon shown in Figure 2.1.

As the spoon is held at an angle, the larger particle (sugar) would fall and the flour would stay

still until tipped at a greater angle. On the other hand, manufacturing from smaller particles

provides a better accuracy and surface finish, allowing the creation of thinner layers, which are

of more use in real-life applications as shown in the Pelton Wheel example (Figure 1.1). Smaller

powder particles need sintering at lower temperatures when compared to larger ones (Hirata

et al. 2020), where the diffusion rates increase exponentially with temperature and modelled

using the Arrhenius Equation.

k = e
−Ea
RT (2.1)

6
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2.3 Porosity Optimisation

2.3.1 Time and Temperature

When loose powders at the build platform are maintained at elevated temperature, lower re-

gions becomes denser than upper ones that evolved into uneven pores and can be resolved by

controlling the cooling rates. Porosity levels could be reduced if subjected to longer sintering

times or higher temperatures, but such solutions would cause Solid-State grains to expand and

correspondingly output lower hardness values, providing potential for crack creations and frac-

ture development. Also, the shorter the time needed for layer formation, the more economically

viable the manufacturing process is of use in industry. However, rapid exposure time leaves

unmolten particles in the solid-state, and thus gas between in between (Kempen et al. 2011).

Thus, time and temperature should be optimised for obtaining the lowest porosity percentages.

Residual stress analysis shown in Figure 2.3 views the resultant tensile stresses developed within

the structure. As layers were added, those stresses could lead to the formation of cracks and

thus improve the structural strength.

Figure 2.3: Heat Dissipation affect on stresses. – (Wong and Hernandez 2012)
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2.3.2 Laser Power

The powering source for SLM systems is considered to be high; in Stereolithography (SLA):

Power needed ranges up to 0.1 in the Photopolymerization process with scan speed v ∼ 1m/s.

For Fused Deposition Modelling (FDM): ∼ 10 W laser power is needed for melting the filament.

Whereas SLM requires 100 – 1000 W for powder melting at much higher scanning speeds,

making laser power a major process parameter in such systems.

φ =
P

v ×HS × t
(2.2)

Very high laser power shown by the term P in equation 2.2 is proportional to φ or E as described

in other books. If increased to a very high value, the powder would potentially create turbulence

and form defects as it evaporates corresponding to an increase in the number and size of pores

(Wong and Hernandez 2012).

Insufficient melting, thus low energy density value would leave spaces between powders. For

this reason, there is a need for powder scan speed and power compatibility. i.e. 1200 mms-1

scan speed, 1500 or 1900 all could produce the same output density if it has been compromised

for the right laser power, linking roughness and porosity measurements subject to the following

quantities.

Optimising energy densities with laser power scanning speeds is of vital importance to identify

high densification within a metal piece and avoid keyhole porosity development. Gas induced

porosity forms due to the escape of gases in case of an incomplete melting. i.e. inputting

less amount of energy would result in an incomplete melting. Therefore, high densification has

a major contribution to the result. Figure 2.4 shows how a porous material appears under

a microscope, marking the furthest one on the right (d) with the highest and (a) with the

lowest porosity.

Figure 2.4: Varying porosity outcomes – (Read et al. 2015).
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2.4 Arial Parameters (Sa, Sq, Ssk, Sku, Sp, Sv, Sz)

2.4.1 Overview

Irregularities in material’s surface characteristics cause roughness, which affects the impact on

quality and performance. Although a high value is often undesirable, it is expensive to be

controlled. For standardised statistical moments, the first moment provides a mean value, the

second moment illustrates variance and spread, third Skewness and fourth Kurtois; showing

heaviness distribution around the tail.

• Sa: represents the average roughness of the surface’s departure ± mean plane.

• Sq: tests the root mean square value of the heights; equivalent to the standard deviation.

• Ssk: measures the degree of surface deviation asymmetry about the mean plane; useful

in monitoring wear conditions.

• Sp: measures the height of the highest peak within a certain area on a surface.

• Sku: indicates the presence of peaks or valleys on a surface.

• Sv: represents the absolute height values of the largest pit within a certain areal surface.

• Sz: represents a measure of the sum of the largest peak height value and the largest pit

depth value within an area defined in Equation 2.3:

Sz = Sp + Sv (2.3)

Topography is a term used to describe the entire geometric information associated with a surface

shape and its features. Surface topography is mainly defined by three parameters (Sa, Sq, and

Sz). Most methods link surface fatigue to roughness using Sa and Sq due to the suitability

of these two parameters in gear-life predictive calculations, and their prevalence linked more

to their historic availability on common profilometers than their accuracy in classifying gear

surfaces. However, the parameter Sz is limited to its ability in differentiating surface quality; it

accounts for the highest and largest pit on a surface showing the most extreme instances affected

by outliers. Additionally, it is influenced by valley depth and of less detrimental importance to

gear performance than peak height.
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Figure 2.5: Sa against inputted
parameters (PD, ET and HS).

Figure 2.6: Talysurf PGI – (Taylor & Hob-
son, 2020).

2.4.2 Contact Stylus Profilometer

Under the branch of topography, surface texture extracts the feel after applying a series of

filters on the measured face to extract roughness parameters. Values of such textures are

heavily dependant on the computed data sets processed using the topographical data. Preceding

different roughness measuring methods (contact or optical), different data sets are expected

to generate, each relating to the measurement technology being adopted and the way it has

interacted with the material’s surface.

In a 2D conventional mechanical stylus with a profile, the tip dimensions are of fundamental

importance; decreasing the tip size or radius applies more stress on the element causing scratches

but detects finer details as shown in Figure 2.5. Therefore, an optimum combination between

the spherical tip size and pressure applied needs to be obtained not to scratch the surface nor

obtain inaccurate results.

An example of a mechanical stylus is ”Talysurf PGI NOVUS” shown in Figure 2.6 used for

surface finish and contour. The following instrument was designed with a class-leading 20

mm gauge range and 0.2 nm resolution capability to measure surface finish (roughness, form,

waviness) in bearings, injectors and precision component. Providing instant measurement anal-

ysis feedback, where areal measurements can be also possibly experimented with from multiple

closely spaced 2D scans of the targeted area.
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2.5 Statistical Analysis Overview

Mean, mode and median are the three measures of central tendency. When modelling a normal

distribution large outliers could skew the mean far from the centre thus making a median choice

more applicable in some cases. Right / Left skewed curves apply accordingly depending on the

mean’s position about the median.

2.5.1 Analysis of Variance (ANOVA)

Analysis of variance (ANOVA) is a statistical method that identifies variations between mea-

surements. Interpretations from the table provide information about relationship existences

between variables, identifying significant factors and interactions. Different data sets can be

tested at different levels. Consequently, this analysis predicts the influence of different factors

on one another. A Polymerase Chain Reaction (PCR) can be obtained by dividing the Sum

of Squares (SS) distribution over its total value. And an F-ratio is determined by dividing the

mean squares over the Degrees of Freedom (DoF). A chosen one, two, or three-way tests are

conducted by researchers to evaluate the impact of their studies.

For an ANOVA test to be evident and draw real conclusions off the table, a normal type

distribution should be expected from the set samples. In addition to proof that enough data is

present to show a high level of significance (P-value). Also, an alternative and null hypothesis

must be set, to decide whether to reject the null hypothesis based on a certain confidence interval

level. For the reason of set confidence values lying in range (95 – 99%), a Type 1 error may still

be present if the null hypothesis has shown to be true. An error term in the table shows residual

variables produced using the statistical or mathematical model and does not fully represent the

actual relationship between related variables.

2.5.2 Correlations

Regressions are used to predict values about a detected pattern, the closer the value is to the

regression line the better it is. Correlations range from -1 to 1, in which 1 and -1 correspond

to perfect direct and inverse correlation respectively. Otherwise, a zero value provides no cor-

relation and thus verifies that points are of set randomness. In Mean Absolute Error (MAE),

absolute regressions values are added, On the contrary, Mean Squared Error (MSE) values are

11



2.5. Statistical Analysis Overview Chapter 2. Literature Review

first squared then added. Then, both are divided by the number of samples. Both MSE and

MAE are used to test correlation correctness, however, It is more applicable to use MSE as it

gives more weight to larger outliners, making it a better weigh for the measurement goodness.

Correlation Coefficients describe how well the regression line performs but does not explain its

steepness. For Pearson’s correlation based on an MAE value, if a p-value is greater than 0.05

for a set confidence interval of 95% the correlation is said to be insignificant. In all correlations,

increasing the sample size reduces standard deviation and thus cause a smaller error. Similarly,

Spearman’s correlation study is conducted using Root Mean Square Error (RMSE) to measure

the degree of association between variables, which is less restrictive than that of a linear Pearson

correlation.
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Chapter 3

Procedure

3.1 Experimental Methodology

3.1.1 Plastic Surface Deformation

In reference to TalySurf’s manufacturer’s data shown in Figure 2.6, the stylus was attached to

a tungsten carbide hemispherical tip of radius R = 0.4 µm, Young’s Modulus (E = 700 GPa),

and ν = 0.22 (Greaves et al. 2011), pressed against a surface with a force of w = 10−6 N.

A Scenario when the tip is in contact with an AlSi10Mg Aluminium alloy surface with a Poisson’s

ratio tested at 0.37 (Lees et al. 1991), and hardness of 119 HB (400 MPa). Considering the

following measurements it has been checked whether the stylus would plastically deform the

surface or not, and therefore, calculate the approximate range of scratches if plastically formed.

Since the contact is between a hemispherical tip and a plain flat surface (infinite radius of

curvature), circular point contact with a radius of relative curvature R = 0.4 µm is present.

Hence, its reduced elastic modulus is calculated using Equation 3.1:

2

E′
=

1− v21
E1

+
1− v22
E2

(3.1)

=
1− 0.372

75× 109
+

1− 0.222

700× 109

E′ = 155.4GPa
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Considering whether plastic deformation would occur at the point of contact, values of load at

the onset of plastic yield (wo) and wc has been found in terms of hardness (Pp):

Y =
Pp

2.7
(3.2)

Substituting in the Radius (R = 0.4 × 10−6), Reduced Young’s Modulus (E′ = 155.4 × 109),

and Y from Equation 3.2 to determine the wo in Equation 3.3:

wo = 87.9

(
R

E′

)2

Y 3 (3.3)

wo = 87.9

(
4× 10−7

155.4× 109

)2( Pp

2.7

)3

= 2.96× 10−35 × P 3
p

Similarly substituting the values into Equation 3.4 to calculate for wc:

wc = 70

(
R

E′

)2

P 3
p (3.4)

wc = 70

(
4× 10−7

155.4× 109

)2

P 3
p

= 4.64× 10−34 × P 3
p

Noting that the factors 2.96 × 10−35 and 4.64 × 10−34 have units of m6

N2 . When multiplied by

P 3
p the product is a force with unit of Newton.

Substituting in the hardness sample value (Pp = 400× 106N/mm2) into wo and wc:

wo = 1.89× 10−9, wc = 2.70× 10−8

Hence, the subjected load (10−6 N) is 37 times the critical load wc, so the contact would

absolutely be fully plastic, where a scratch mark is left on the specimen.
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For fully plastic conditions w = πa2 × Pp, rearranging into Equation 3.5:

ap =

√
w

πPp
(3.5)

Substituting values in:

=

√
10−6

400× 106 × π
=

5.642× 10−4√
400× 106

A circular contact radius ap = 2.82× 10−8 is formed. Thus, the tip is approximated to leave a

scratch of 0.056 µm wide on the Aluminium surface.

3.1.2 Optical Profilometer Choice

Figure 3.1: S neox, 3D Optical Profilometer – (Sensofar Manufacturers 2021).

Commercially mechanical contact methods are useful, practical small tools matured enough of

research and development. AlSi10Mg can be accurately measured with the following contact

method, leaving a minor 0.056 µm wide damage on the specimen. This concludes the fact that

the following method is ideal for high precision rapid manufacturing components with higher

hardness magnitudes providing an excellent measurement and contour topography of the surface

finish. On the other hand, for applications that require testing completion without scratches

(not entering the plastic region), a TalySurf is still applicable with an appropriate choice of the

stylus’s radius top and contact force applied.

Mainly, an optical method was preferred over a mechanical stylus because of its simplicity in

extracting surface areal parameters providing a whole complete surface representation, as it

provides an actual visualisation of the maximum and minimum surface roughness parameters

(Ra, Rq, Rsk, Rku, Rp, Rv, and Rz) obtained at any plane cutting through the areal surface. On

the contrary, the optical method’s high-cost form a disadvantage, in this case, standardization
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was the main concern as different stitching methods were implemented and exposure settings

varied. Smoothing settings and overlapping testing were also employed to achieve precise and

accurate readings. Besides, its restrictions in measuring vertical surfaces; as it is difficult to

strike vertically downwards light on the specimen.

Repeatability is defined as the test variation obtained by repeating the same sample, with the

same measuring equipment, variables, and conditions. This attempts to induce closeness of

agreement between the results of the following successive measurements. Testing the repeata-

bility in the Profilometer was not of concern in this experiment, as it had already been tested

and calibrated by the Sensofar manufacturers before commercial selling. However, in an attempt

to predict the most appropriate option that captures optical images above a 95% set threshold,

multiple stitched measurements were repeated, and corresponding light, dull-controls, toolsets,

overlapping, and exposure time controls have been tested to obtain optimum settings and base

the rest of the work upon.

3.1.3 Design of Experiment (DoE)

Additive Manufactured cubes were fabricated via Laser-based Powder Bed Fusion (LPBF) pro-

cess using gas-atomized AlSi10Mg metallic powders based on drawn conclusions from section 2.2.

An average powder particle diameter in a range of 40 – 60 µm has been estimated. Metallic

powders were dried in ovens at a temperature of 343 Kelvin (70°) for 4h then used. Following

a 67° laser scanning strategy in Renishaw AM250.

It has been proved that island size does not cause a difference in roughness and porosity outcomes

(Kempen et al. 2011). SLM’s surface quality is mostly affected by the component’s fundamental

and derived properties such as point distance, exposure time, laser power, layer thickness,

hatch distance, scanning speed, and energy density. Laser power’s influence on aluminium alloy

surfaces was investigated and it has been persuaded use of laser power value below 340 Watt

(Strano et al. 2013); laser powers above this threshold worsens the surface quality associated

with an increase in laser beam intensity (see section 2.3.2).
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In reference to raw data attached in Appendix B.2, laser power and layer thickness have been

fixed to 200 W and 35 µm respectively, leaving three independent parameters to control the

outcome. Point Distance (PD), varying between two consecutive laser beam spots along the

scanning line, exposure time (ET ), and hatch spacing (HS), defined as the parallel distance

between laser scans. The three independent variables were analysed, each with its ranging

levels detailed in table 3.1; 15 samples in the middle level and 6 on each low and high end

to obtain a normal distribution look. Thus, 27 samples were produced to cover all possible

combinations contributing to the derived scan speed (v) and energy density (φ) quantities.

Table 3.1: Independent variables variation with different levels.

Fundamental Variables Levels N

PD 60 6

80 15

100 6

HS 60 6

80 15

100 6

ET 105 6

140 15

175 6

Time consumed by the SLM process is divided into both primary and auxiliary time; primary

time required for melting the powder layer and auxiliary for substrate lowering and powder

deposition. Exposure time is referred to how long a laser beam strikes on a point; not includ-

ing auxiliary, nor the laser’s reaction movement time. Consequently, the scan speed can be

calculated as shown in Equation 3.6:

v =
PD

ET
(3.6)
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3.1.4 Roughness Measurements

All samples top face surface roughness had been measured, and an area of 4×4.8 mm rectangle

was to be processed from the total 10 mm2 top area to minimise possible errors that may

affect readings near sides and corners. As a result of the Field of View (FoV) limitation, nine

stitched optical images were measured to cover the whole rectangular area with the dimensions

shown in Figure 3.2 with a 0.1 mm overlap between neighbouring measurement as illustrated

in Figure 3.3:

Figure 3.2: FoV Limitation.

Figure 3.3: Nine stitched images with 0.1 mm overlapping.

Samples were cleaned beforehand, to avoid undesired foreign bodies on the surface as shown in

Figure 3.4. Ring light had been placed and tightened and measurements were taken from an

initial position. Lens was set out of focus; both upward and downward directions to account for
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Figure 3.4: A sample’s top surface
under a 10× optical lens.

Figure 3.5: Micrometer Control off the
Sensofar Profilometer.

Figure 3.6: Overlapping failure. Figure 3.7: Poor measurement and stitching
example.

all peaks in the Sz’s measurement. Readings were collected from an initial point and between

each measurement, the stage was moved by 1.6 mm along X and/or 1.3 mm along Y -axis using

micrometre control shown in Figure 3.5 accounting for the overlapping previously discussed.

Processing and Stitching Errors

Stitching values were based on laser scanning boundary analysis; multiple samples have been

tested for stitching to maintain the boundary continuity as shown in Figure 3.8 (b). Where

high overlapping percentage present in Figure 3.8 (a) and 3.6 were aimed to be avoided. Hence,

a studiable stitching pre-set has been programmed based on the overlapping analysis, resulting

in a moderate 12% gradient overlapping between neighbouring measurements. Figure 3.7 illus-

trates another example of a poor measurement that failed in stitching; shown from the vertical

unmeasured lines. A high percentage of red unmeasured points arose exceeding 5%. Some

lighting problems such as the brightness were non uniformly varied during testing, noticed in

dark stitched area boundaries. Thus, all nine images of the following specimen were remeasured

and stitched again.
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Figure 3.8: Represents a) stitching failure, b) continuous laser boundary travel.

In the current study, the information shows how the topographical data-set process varies

considerably and cannot be automated. Through the use of trial and error and scientific testing,

it had been deduced that findings could be improved with an increased awareness of data

processing steps.

Image Filtering

Image filtration, thus, roughness areal parameter extraction has been tested on a sample, then

set to stitch the rest of the measurements as follows:

1. Non-Measured Points were filled using a smooth interpolation

2. S-Filter was applied to remove micro-roughness caused due to measurement system noise.

3. Waviness surfaces, standard filter operator using a 0.8mm Robust Gaussian was selected

and surface ends were hence removed.

4. Nesting filter length index set to 2.5 µm, followed by an F-Operator for form removal.

5. Low Filter was applied to separate form, waviness, and roughness parameters of interest.

6. A template was set and the steps had been automatically processed and exported as CSV

data files for the rest of the samples.

A sampled work for the highest Sz roughness parameter (367.27 µm) is shown in Figure 3.9

bottom left corner, images were stitched perfectly, then all discussed filters were applied, from

(a) to (d), and a final filtered roughness topography had been displayed in Figure 3.9 (e).
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Figure 3.9: a) Initial measurement b) filled in non - measured points, c) levelled (least
squares method), d) waviness (Robust Gaussian filer 0.0025 mm applied), e) roughness
(Robust Gaussian filter, 0.800 mm).

21



3.1. Experimental Methodology Chapter 3. Procedure

3.1.5 Porosity Measurements

Samples have been sectioned vertically and horizontally as of their built direction exposing

transverse and longitudinal porosities for analysis as illustrated in Figure 3.10.

Figure 3.10: Sectioned specimen.

Table 3.2: Grinding and Polishing Experimetal Procedure.

Step
No.

Base Surface Abrasive/Size Base
Speed
(RPM)

Direction of ro-
tation

Time
(min)

1 Abrasive disc SiC Paper - P240
(water cooled)

240 Complimentary 10

2 Abrasive disc SiC Paper - P400
(water cooled)

240 Complimentary 8

3 Polishing Cloth 6 µm Diamond Sus-
pension

120 Complimentary 5

4 Polishing Cloth 3 µm Diamond Sus-
pension

120 Complimentary 5

5 Micro Polishing
Cloth

∼ 0.06 µm Col-
loidal Silica Polish-
ing Gel

120 Contradictory 10

* All polishing steps has been conducted under constant forcing load.

Samples were mounted in thermoset Bakelite plastic, heated in the Struers Mounting Press for

6 min, then cooled for a further 4 min. Subsequently, polishing steps in Table 3.2 were followed.

An example of a polish difference from SiC to Diamond Suspension has been clarified in Figure

3.11.
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Figure 3.11: Sample took a) before 6 µm and 3 µm Diamond polishing, b) after 3 µm
Diamond polishing.

For the porosity measurements to cover a maximum areal measurement, a 5× was chosen over

the 50× magnifying lens. Marking all top left, top right, bottom left, and bottom Right corner

readings on the microscope for longitudinal porosity measurement as shown in Figure 3.12,

taking into account that images projected on the screen are mirrored. In addition to two top

and bottom points exposing the transverse side for the horizontal section.

Figure 3.12: Porosity sample measurement.

Figure 3.13 shows three porosity measurements of different samples under a microscope that

required re-polishing as scratching errors would account for the pores calculated percentage.

Whereas Figure 3.14, shows a straight, thin line from top to bottom revealing a scratch mark

arising during polishing that can be accounted for removal in Morphological Image Processing.

However, the other large thick black patch at the bottom right side identifies an irregularly

shaped void pore that needs to be considered in the porosity measurement.
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Figure 3.13: a) Scratches in need for silica re-polishing to get diminished (Sample 11),
b & c) require a rougher diamond suspension followed by silica re-polishing step.

Figure 3.14: Thin scratch line and void porosity (Sample 19).

Morphological Image Processing

A single image was grey scaled (converted into 8-bit) and cropped to standard image dimensions.

Afterwards, contrast and auto-tone levelling were applied to the total of 162 images; six for each

sample as previously shown in Figure 3.12. Using ImageJ, a threshold has been set and porosity

has been determined from the ratio of white to black pixels. The procedure was repeated for

all specimens and a mean value for each direction was calculated.

A verification method has been conducted using MATLAB, in which images were loaded into

two-dimensional arrays and normalised, kernel matrix size of ones (8 × 8) was applied to dilate

the white pixels and hence erode to maintain the pore sizes after removing fine scratches as the

example shown in Figure 3.14. A convolute filter (mean value) of a 9 × 9 matrix was used to

filter out noisy pixels, followed by a threshold value of 0.39 set to convert lower values into black

pixels and the rest of polished areas into white. Hence, porosity percentage has been calculated

from the ratio confirming data found using ImageJ.

* Details are available for possible reproducibility reasons.
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The highest, mean and lowest porosity examples were shown in Figure 3.15 to give a clear

scale understanding of the porosity values ranging from 0.76 – 5.57%, an alternative inverted

image was displayed for better small pore visualisation as seen in figure 3.16. The cross-sectioned

particles revealed the internal structure of the powder and correspond to the presence of trapped

gases contributing to porosity in the bulk produced samples.

Figure 3.15: An example of a transverse a) lowest porosity (Sample 13: 0.76%), b) mean
porosity (Sample 1: 1.63%), c) highest porosity (Sample 18: 5.57%).

Figure 3.16: For small pores better visualisation, final image representation were either
a) inverted, b) non-inverted image.
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Chapter 4

Results and Discussion

4.1 Roughness

4.1.1 Data Processing

Table 4.1: Lowest Areal Roughness Measurements Against Manufacturing Parameters.

Sa/µm Sq/µm Sz/µm Manufacturing Parameters

Sample 18 6.81 10.56 150.46 ET = 140, PD = 60 and HS = 100

Sample 26 6.45 9.31 157.02 ET = 140, PD = 80, and HS = 80

Sample 17 8.73 13.52 190.02 ET = 140, PD = 100, and HS = 60

The lowest three roughness measurements shown in Table 4.1 varied combinations of either 60

& 100, or 80 & 80 PD and HS values respectively; which means that if hatch spacing between

scanning lines is highest (100) the lowest distance between each laser beam strike is required to

achieve a minimum surface roughness and vice versa. Meanwhile, the medium HS along with

PD level would also provide low roughness values.

Sa and Sq values have been plotted against the sample numbers shown in Figure 4.1. Further

clarification using Wilcoxon’s Signed Rank Test has been illustrated in Figure 4.2 (b), and

proved that all Sq values are of positive differences to Sa, with a significance value of 0.0006

calculated in the non-parametric test, which proves the measurement’s reliability as Sq results

from the root mean square average of height deviation taken from the mean image data plane.
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Figure 4.1: Minimum roughness values in Sample 18 and 26.

Based on conclusions in subsection 2.4.1, Sa, Sq and Sz are adequate output parameters to be

considered out of all obtained aerial roughness parameters. In Figure 4.2 (a), an additional

Sz parameter has been added to the comparison on a logarithmic y-axis plot. Sz’s Box and

Whisker represented maximum range and thus maximum Inter-quartile Range (IQR) of 111.5

leading to the largest value spread corresponding from the maximum range of Sp previously

illustrated in Equation 2.3.

Figure 4.2: a) Box and Whisker plot identifying IQR, b) Showing a significance in positive
differences between Sa and Sq.
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Since Sa’s mean and median values presented a 1.2% right skewness between centres, thus

both values would provide a good normal distribution central tendency point for set analysis.

Roughness against segregated scan speed results has been plotted in Figure 4.3, where all three

Sa, Sq and Sz plots have shown similar box minimums. And since v is a derived parameter

influenced by two of the three independent variables (PD and ET ) as shown in Equation 3.6.

Based on this valid dependence it has been shown that minimum median values lied under 428.6

and 761.9 mms -1 segregated points in all three areal measurements.

Figure 4.3: Areal roughness measurements plotted against segregated scan speed values
verifying minimums values under 428.6 and 761.9 mms -1

Illustrating testing of Sa against φ in Figure 4.4 (b), the described data assigns the lowest

roughness with multiple points above it under the same energy density, thus shifting the mean

graph upwards as shown in the figure 4.4 (a) resulting into wrong data interpretation if the

following visualisation has been followed. Thus, since both (v and φ) influence the roughness

output as their equations are affected by the experiment’s fundamental parameters, a minimum

Sa value with different combinations of energy density and scan speed has been plotted in

Figure 4.5. The following 3D plot displayed a roughness against both derived parameters.

Where a minimum value (Sa = 6.45 µm) corresponding to Sample 18 pointed at using the blue

arrow previously displayed in Table 4.1

However, it can still be seen that several readings within a small variation of φ and v lie above

the point, and hence the output variable is neither a simple function of scan speed on its own

nor just the two derived quantities.
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Figure 4.4: a) Mean roughness plot against φ, b) All point plots verifying the wrong
choice of mean line plot

Minimum values of energy density ranged closely 125 − 133.3 (3.7% difference) as shown in

Figure 4.5, and scanning speed ranged correspondingly marking an 8.5% difference from the

red (second-lowest roughness value) to the blue arrow.

Figure 4.5: Lowest two Sa values has been marked in blue and red arrows, expressed in
a 3D plot against energy density and scan speed.
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Figure 4.6: Sa against inputted
parameters (PD, ET and HS).

Figure 4.7: Sa against inputted parameters
in a parallel coordinates plot.

A primary goal of a physical representation is to determine the interaction between the three

variables. Thus, data has been also plotted as follows using another 3D plot in Figure 4.6. The

dependent (Sa) coloured the points with topographical colouring; where colours range from deep

violet, with the smallest values to deep blue, green, yellow, and light brown being the highest

value.

The deepest violet, and hence lowest Sa values lied more or less in the middle of the cube, but

the following points also coincide with the highest roughness value being one of the three central

ones. Hence, the settings which produce very low values result in the highest one! Therefore,

the following main plots are also insufficient to locate the minimum value. Another parallel

coordinates plot has expressed the same data differently in Figure 4.7. Each of the experiments

was shown as a curved line joining the set values of PD, ET and HS similarly coloured by Sa.

The highest and lowest cases of Sa are in the middle of the plot and still unclear to interpret.

ANOVA Testing

Regression with dummy variables does not consider the fact that variables have directions.

Hence, fixing the variable PD as shown in Figure 4.8, and testing the interactions using a two-

way ANOVA would eventually lead to incorrect analysis. Thus, a three-way test has to be

tested against the dependent variable (Sa) as shown in Table 4.2.
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Figure 4.8: Sa values rearranged with fixed PD (low, medium and high).

Table 4.2: Three-way ANOVA for Sa.

Source DoF Sum of Squares Mean Squares F-calculated Significance PCR

PD 2 16.69 8.34 0.23 0.8 3.16
HS 2 0.69 0.34 0.01 0.99 0.13
ET 2 79.88 39.94 1.08 0.38 15.13
PD ×HS 4 52.14 13.03 0.35 0.83 9.88
PD × ET 4 43.14 10.79 0.29 0.87 8.17
ET ×HS 4 40.5 10.13 0.27 0.89 7.67
Error 8 294.82 36.85 55.85
Total 26 527.86 100

* Statistically significant at 95% confidence level.

The relationship between the manufacturing performance and processing control parameters

can be exposed using ANOVA. The measure utilised the influence of input parameters on the

total response variation. From the total number of samples, a total of 26 Degrees of Freedom

(DoF) were present. And thus, an additional PD × ET × HS three-way interaction was not

inputted in Table 4.2 since it adds eight further DoF, creating a fully saturated model with zero

error. Consequently, neither an F-value nor a comparison between the sum of squared values

with pooled error could be calculated.
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Table 4.3: Independent Variable Level Changes.

Variable Point Distance, PD / µm Exposure Time, TE / µs Hatch Spacing, HS/ µm

± 20 35 20

High 100 175 100
Medium 80 140 80
Low 60 105 60

The Sum of squares indicates the following variability and displays it in an ANOVA test.

Concerning the measures of dispersion, PD and HS ’s variance is much lower than ET as their

data and thus variance is closely clustered around the mean with a lower ± level difference

identified in Table 4.3. It was deduced that the highest PCR was lead from ET followed by

the interaction of PD × HS (PCR = 9.88), all with an insignificant value. What also can

be concluded from Table 4.2 that HS implies the lowest contribution and significance on the

result, where its changes would not reach the model. Similarly, Sq and Sz ANOVA tests shown

in Appendix B.3 and B.4 also proved that the factors had no significance on one another.

In reference to Table 4.4, all variables expressed positive correlations against Sa, with the highest

correlation coefficient in Spearman’s rho and Pearson’s of 0.214 and 0.177 (moderate values)

respectively, confirming that ET is Sa’s highest contributor previously confirmed in Table 4.2.

On the other hand, Pd’s increase against Sa is significantly low (closest to zero), showing the

weakest relationship both using Spearman’s and Pearson correlation coefficient assessments,

assigning it with a high percentage of data randomness.

Table 4.4: Spearman’s and Pearson Correlation Coefficient.

PD / µm TE / µs HS / µm

Spearman’s rho Sa Correlation Coefficient 0.043 0.2014 0.078
Pearson Sa 0.030 0.177 0.128

Sign, (2-tailed) P value 0.832 0.284 0.697

ET was modelled on a parallel Box plot with all its data variations within assignment against

Sa, Sq, and Sz. Accordingly, it has been shown to optimise in Figure 4.9 at ET = 140 where all

three roughness parameters are seen to be at the lowest.
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Figure 4.9: A Box plot of a variety of ET against Sa, Sq, and Sz.

Since the previous graphical representation of the three surface roughness parameters appeared

to be similar, thus a plot focusing on Sa’s further analysis is adequate on its own. Shown in

Figure 4.10, main effect plots of the three independent parameters indicated optimised points

under PD values of 60 & 100, and HS at 60 noting that its significance is shown to be the lowest

from the main plot’s middle line gradient confirming on Table 4.2. Finally, ET was optimised

at 140 as previously justified in Figure 4.9.

Figure 4.10: Main Effect Plot for Ra against levels proving all optimised variables ex-
cept PD.
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4.1. Roughness Chapter 4. Results and Discussion

Since most roughness values were minimum at, v = 428.6 and 714.3 ms-1 shown in Figure 4.3,

thus referring to Equation 2.2, PD aslo calculates at 60 and 100 respectively, referring to the

optimal points in Samples 17 and 18. However since optimised energy densities were verified to

lie between φ = 125 – 133.3 Jmm-3 in Figure 4.5, and Sample 17 was classified under a single

segregated energy density plot (φ = 222.2 Jmm-3), thus its uncertainty of choice error is high,

and Sample 18 was chosen instead in which its value optimises under (φ = 133.3 Jmm-3).

4.1.2 Data Interpretation

Reviewed literature emphasised that surface roughness and porosity are mainly affected by

the scan speed and energy density. Coloured topography in Figure 4.12 below has shown a

uniform roughness in all areas except the top right corner that dragged Sa mean value upwards

making Sample 17 the third least measured roughness value instead of least. Due to lack of

multiple trials, thus topographies of the same sample, it has been deduced that bowling and

saddling effect has shown to have occurred in the red circular region at the top right corner.

An explanation for the following is shown from the presence of evaporation and splashings

within the melt pool during manufacturing. This lead to a high corner roughness value. Such

a result has risen Sp and thus Sz value into 190.02 µm making it 18% higher than the lowest

Sz roughness value in sample 18.

The high energy density low scan speed manufacturing combination meant that lower scan

speeds are preferred because they permit smoother surfaces through fully melting the powder

with a possibility of high Sz values at the corners.

In Figure 4.11, another example of the lowest calculated energy density (φ = 75 Jmm-3) has

been demonstrated. In which most points lied closest to the mean roughness indicated in

yellow; in reference to the scale bar. The lowest energy density shown in Sample 3 formed

unfused, fine-sized metal powders attached to the surface shown in red dots under the influence

of high scan speeds, contributing to high roughness values. Possibly, if different independent

parameter combinations were investigated, higher energy densities than the ones currently in

experimentation would develop, thus multiple values under φ = 222.2 Jmm-3 segregated result

allows for further analysis on high energy density.
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Figure 4.11: Lowest energy density
(φ = 75 Jmm-3) on Sample 3.

Figure 4.12: Bowling and saddling effect un-
der φ = 222.2 Jmm-3 on Sample 17.

4.2 Transverse and Longitudinal Porosities

4.2.1 Data Processing

Porosity percentages have been plotted against the median as shown in Figure 4.13 with present

outliers making it more applicable for analysis; as a mean choice would skew the central values

showing 20% right-skewed shifted data. As seen in Figure 4.14 (b), a combination of both

positive and negative differences within each sample’s longitudinal and transverse directional

porosity readings provided a p-value of 0.428, thus a low significance of both directional data

on one another as their corresponding median values were shown to be crossing each other’s

IQR, and hence should be interpreted separately.

Figure 4.13: a) Box and whisker plot identifying IQR, b) Showing positive and negative
differences between longitudinal and transverse porosites.
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Table 4.5: Transverse Direction (ANOVA) Three-way result.

Source DoF Sum of Squares Mean Squares F-calculated Significance PCR

PD 2 3.07 1.54 7.70 0.0136 11.04
HS 2 4.39 2.19 11.00 0.0048 15.76
ET 2 1.36 0.68 3.42 0.0847 4.90
PD ×HS 4 12.91 3.23 16.18 0.0007 46.38
PD × ET 4 2.50 0.62 3.13 0.0795 8.97
ET ×HS 4 2.01 0.50 2.52 0.1238 7.22
Error 8 1.60 0.20 5.73
Total 26 27.84 100

Porosity in transverse direction ANOVA three-way result shown in Table 4.5 marks HS ’s inter-

action with PD at its highest significance and PCR. This followed by HS ’s solely significance,

and then PD also lying within a 95% confidence interval below the set cut-off value (α = 0.05).

This finding is contrary to the null hypothesis and supports the effect of factors on its small

variation. On the other hand, longitudinal ANOVA did not verify any significance as displayed

in Appendix Table B.7.

Figure 4.14: High density structures illustrated in rectangles corresponding to raw values
in Appendix B.5 and B.6.

Table 4.6: Transverse Direction (ANOVA) Two-way Result.

Source DoF Sum of Squares Mean Squares F-calculated Significance PCR

v 5 12.769 2.554 2.868 0.043 35.54
φ 9 12.472 1.559 1.751 0.184 34.72
Error 12 10.685 0.89 3.42 0.0847 29.74
Total 26 35.926 100
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Table 4.6 illustrates the influence of scan speed on energy density two-way result. As v is the

only term that showed significance within 5%, v’s significance has been confirmed from the larger

differences within the box plots in Figure 4.16 over 4.17, showing that the scan speed derived

quantity is of more significance and importance on the final porosity output. An optimisation

between the energy density and the speed of fabrication should be considered for the transverse

porosity direction as balling increases with higher scanning speeds as shown in Figure 4.16.

Both main effect porosity measurement plots shown in Figure 4.15, proved an optimised mini-

mum point either at ET = 105 or 175, 60 – 80 for both HS plots, and complete opposing results

and thus line gradients for PD where longitudinal porosity minimises at 80, and transverse at

100. Hence, an optimum point lies between 80 and 100, but the intersection seemed to tend

closer to 80.

Figure 4.15: Main Effect plot for both porosity types against the independent variables.

Table 4.7: Porosity Optimisation – PD Calculation.

v/mms-1 ET/ µs Calculated PD/m

457.1 105 48

457.1 175 80

714.3 105 75

714.3 175 125
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4.2. Transverse and Longitudinal Porosities Chapter 4. Results and Discussion

Figure 4.16: a) Longitudinal, b) Transverse porosity percentage plot against v.

When measuring a Box and Whisker plot of both directional porosities for the reason of showing

median values, optimal porosity measurement lied under segregated scan speeds of 457.1 and

714.3 mms -1. Since minimum porosity occurs at either ET = 175 or 105 µs, thus, all four

combinations has been calculated for PD through Equation 3.6, illustrated in Table 4.7. Where

testings have found that 48 and 125 PD lied outside the ranged measurement leaving out 80

and 75. And since the intersection line lied closer to 80 then a value of 80 is to be considered

as optimised Point Distance.

Figure 4.17: a) Longitudinal, b) transverse porosity percentage plot φ.
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Neglecting outliers in Figure 4.17, as for samples of porosity values tested under a single seg-

regated energy density plot showing high error uncertainty, both optimised directional porosity

measurements were found optimal under the segregated plot of 156.25 Jmm-3. Thus, since all

ET ’s confirmed optimal point at 175 and v = 457.1, along with information of fixed HS , t,

and Power, HS calculates as 80 µm using Equation 2.2 under Specimen calculation provided

in Appendix B.5. Consequently, optimised independent parameters for minimum porosity in

both directions optimise as follows in Sample 23:

Table 4.8: Porosity Optimisation – Result Summary.

Sample Mean Porosity Manufacturing Parameters φ/Jmm-3 v/mms-1

S23 1.30 % ET = 175, PD = 80 and HS = 80 156.3 457.1

S10 1.05 % ET = 140, PD = 60 and HS = 80 166.7 428.6

In reference to Tables of lowest longitudinal and tranverse direction measurements in Appendix

B.5 & B.6 respectively, lowest combined longitudinal and transverse mean porosity measurement

is to be minimum for sample 10 as outlined in Table 4.8. But since the sample corresponded

into v = 428.6 and φ = 166.7 Jmm-3, their following porosity measurements lied outside the

Box and Whisker plots seem in Figure 4.17 & 4.16 thus making sample 10 appear as an outlier.

4.2.2 Data Interpretation

The results identified pores in SLM-processed samples, governed by the laser beam’s scan speed

and energy density showing an effect on both longitudinal and transverse directions in Fig-

ure 4.17, with a high hatch spacing significance as shown in the three-way transverse direction

ANOVA (HS = 80) applied to the lowest porosity measurements in Table 4.8 on both Samples

10 and 23. Where the optimum point in Sample 23 corresponded to the maximum exposure

time on each laser spot along with medium point distance and most importantly medium hatch

spacing. It has been concluded that slow solidification with high exposure times led to a dense

formation where all areas managed to melt consistently. However, for industrial manufacturing,

the implementation of sample 10 manufacturing parameters would be considered a better option

over sample 23; as the maximum exposure time is too long making the process uneconomically

viable for mass production (subsection 2.3.1).
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4.3. Errors and Possible Improvements Chapter 4. Results and Discussion

4.3 Errors and Possible Improvements

• The study did not examine any error bars during analysis since roughness optical mea-

surements were stitched together to provide a single whole surface, similarly, a single trial

was conducted for porosity measurements and a mean value of all corner readings has

been calculated. An increase in the number of data sets experimenting with more samples

and measuring multiple trials would establish a greater degree of precision and accuracy.

• Varying three independent parameters on 27 samples lacked a persistence in quadratic

minimization as more samples are required; HS , ET and PD failed to fit into a quadratic

model based on the AM parameters provided, in order to module an error surface with a

minimum, to differentiate the quadratic model and find the interpolated minimum. Also,

more quantitative data (samples) would allow the use of other regression models.

• The experiment covered a relatively small scan speed and energy density spans as a result

of the small fundamental parameters variation. This could be improved by increasing

the levels and their effects on the derived quantities. i.e. higher number of levels for

each factor would lead to a wider segregated data outcome. Different combinations of

higher independent values would also obtain higher segregated energy density results

according to Equation 2.2, thus, allow the experimentation under higher energy densities

to check the validity of sample 10’s result. After completing the experiment, as it has been

determined that all minimum roughness and porosity measurements were contributed

under the optimised settings in Table 5.1, therefore, closer variations to the optimised

concluded values could be further experimented separately within ± 5 level differences

from both ends attributing into a more accurate optimised conclusion.

• If the porosity study is to be remeasured again, a mechanical polishing procedure in

subsection 3.1.5 would be of better practice if a further 1 µm was followed after the 3

µm Diamond Liquid Polish process reducing the likeability of detecting scratches on the

surface affecting transverse and longitudinal porosity readings.

• The pixel ratios method to identify pores on the magnified polished samples on its own

is not reliable; as shown from the result variation of the same specimen tested from

different corners as seen in Appendix B.3. Therefore, better in-depth Morphological

Image Processing research and testing should be conducted.
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Chapter 5

Conclusions

5.1 Roughness and Porosity Optimisation

Table 5.1: Roughness and Porosity Optimisation – Result Summary.

Optimised Sample Sa/ µm Porosity Manufacturing Parameters

Roughness Sample 18 6.81 4.83% ET = 140, PD = 60 and HS = 60

Porosity Sample 23 20.55 1.30% ET = 175, PD = 80 and HS = 80

In summary, the applicability of AlSi10Mg’s use in the automotive and aerospace industries is

due to its excellent castability and weldability. These properties are essential in manufacturing

fully dense and thin layer structures.

Designers have a choice between friction and life expectancy when choosing materials for shafts,

bearings, and other functional automotive and aerospace components. Testing the applicability

of AlSi10Mg for manufacturing near net shape is still not valid; i.e. shaft applications for cars

lie within the range of 32 to 64 rms (0.8 – 1.6µm) that is far less than the outputted optimal

surface quality where further post-processing procedures such as mechanical or laser polishing

are required. However, in practical applications the smoother the surface is not necessarily the

better, it depends on the application; braking examples may require high roughness to provide

a better grip on the ground.
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5.1. Roughness and Porosity Optimisation Chapter 5. Conclusions

In research, roughness and porosity output responses have been optimised separately as pa-

rameters optimise differently from roughness to porosity minimums. There are multi-objective

optimisation methods that can hence be considered for more than a single output response and

further build on this research.

For porosity measurements, transverse directional porosity readings are shown to validate a

lower optimal point than longitudinal. Hence, mounting the material on the transverse surface

perpendicular to the tensile forces causes yielding at higher limits. It has also been verified from

all-optical images that pores were fully enclosed making the manufacturing process safe from

leakage suffering in bearing applications. Corresponding to its high nearly fully dense percentage

(98.7%) this proves its application in cam covers, inlet manifolds, and throttle bodies. If there

has been a need for higher dense values, then a vacuum impregnation could be subject to

permanently seal porosity ranging from 0.5nm to 100nm in automotive castings. This is carried

out by a piece of equipment that draws air out, enabling the formulated resin to fill gaps within

the casting.

Keyhole pores enclose non-molten powder parameter-dependent formations. When increasing

scan speed, irregularities on the surface promote not fully molten materials; hence creating

a keyhole pore. To account for this, the higher exposure time should correspond accordingly

to higher scanning speeds. The best combination has been found for a scan speed of 457.1

mms-1, hatch spacing 80 µm, and 200 W laser power when using a layer thickness of 35 µm and

employing the pre-sinter scan strategy yielding a mean density of 98.7%.

The main porosity conclusions summarise as follows:

• Densities of AlSi10Mg fabricated parts are relatively high (reached 99.24%). Moreover,

the study has confirmed that density increases gradually with the increase of exposure

time as it reduces the scan speed, and thus increases energy density accordingly as clarified

in Equation 2.2. When the exposure time is 175, density is at its maximum. Otherwise,

too short exposure times would lead to a density reduction.

• Energy density has an important influence on the part’s surface morphology. Too high or

too low φ values could leave defects and allow for a potential formation of micro-cracks.

Progress Review Presentation (view)
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Appendix A

Appendix - Nomenclature

Table A.1: Nomenclature

Symbol Quantity Unit

ap Contact Radius m

E Young’s Modulus Pa

ET Exposure Time µs

F Force N

HS Hatch Spacing µm

L Length m

P Power W

PD Point Distance µm

Pp Hardness MPa

R Radius µm

R2 Coefficient of Determination −

Sa Arithmetic Mean Height µm

Sq Root mean Square Height µm

Ssk Skewness µm

Sku Kurtosis µm

Sp Maximum Peak Height µm

Sv Maximum Pit Height µm

Sz Maximum Height µm
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Chapter A. Appendix - Nomenclature

Table A.2: Nomenclature

Symbol Quantity SI Unit

t Layer Thickness µm

ν Poisson’s Ratio −

v Scan Speed mms -1

w Applied Contact Load N

wc Critical Load N

wo Load at the onset of plastic yield N

x Position m
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Appendix B

Appendix - Raw Data
B.1 Experimental Apparatus

Table B.1: Roughness Testing Apparatus.

Aluminium Samples
27 Alumnimum AlSi10Mg 10 mm3 cubes
Non-Contact Surface Device
Optical Profilometer (Sensofar SMART device)
Magnifying Lenses
10× and 50× Magnifying Objective Lenses
Cube Sample Holder
3D printed ABS plastic (for specimen positioning at the centre)
Stitching and Image Processing
MountainsMap and SensoMap Software
Data Processing
Mondrian, SPSS, R, and JAVA

Table B.2: Polishing and Porosity Apparatus.

Sectioned Aluminium Samples
81 Sectioned AlSi10Mg Rectangular Prisms
Mounting Press
Struers Lab Mounting Press Primopress
Mechanical Grinder
Struers STELLAPOL Polisher
Grinding Wheels
P240 and P400 Silicon Carbide Abrasive Paper (SiC) and a Micro Polishing Cloth
Polishing Liquids
6 and 3 µm Diamond Liquid Metal Polish and Colloidal Silica Polishing Gel
Microscope
Leica-DM500 Microscope attached to a 5× Lens
Image Processing
MATLAB, and ImageJ software
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Chapter B. Appendix - Raw Data B.2. AM AlSi10Mg Manufacturing Data

B.2 AM AlSi10Mg Manufacturing Data

B.3 Areal Roughness and Porosity Measurements
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B.4 Roughness and Porosity Processed Data

B.4.1 Roughness

Table B.3: Sq Analysis of variance (ANOVA) Three-way result.

Source DoF Sum of Squares Mean Squares F-calculated Significance PCR

PD 2 118.47 59.24 0.74 0.61 7.45
HS 2 60.20 30.10 0.37 0.74 3.79
ET 2 111.91 55.95 0.70 0.51 7.04
PD ×HS 4 54.30 13.58 0.17 0.70 3.42
PD × ET 4 420.18 105.04 1.31 0.53 26.44
ET ×HS 4 181.50 45.38 0.56 0.95 11.42
Error 8 642.85 80.36 40.45
Total 26 1,589.41 100

Table B.4: Sz Analysis of variance (ANOVA) Three-way result.

Source DoF Sum of Squares Mean Squares F-calculated Significance PCR

PD 2 2,753.52 1,376.76 0.22 0.8088 2.84
HS 2 4,803.77 2,401.88 0.38 0.6955 4.96
ET 2 876.69 438.35 0.07 0.9335 0.91
PD ×HS 4 12,090.08 3,022.52 0.48 0.7515 12.49
PD × ET 4 15,705.64 3,926.41 0.62 0.6601 16.22
ET ×HS 4 10,041.44 2,510.36 0.40 0.8056 10.37
Error 8 50,552.47 6,319.06 52.21
Total 26 96,823.62 100

B.4.2 Porosity

Table B.5: Lowest Transverse Porosity values.

Transverse
Porosity

Manufacturing Parameters v/mm-1 φ/Jmm-3

S13 0.76% PD = 80, ET = 105, and HS = 60 761.9 125

S25 0.86% PD = 80, ET = 140, and HS = 80 571.4 125

S23 0.89% PD = 80, ET = 175, and HS = 80 457.1 156.3

S20 1.04% PD = 100, ET = 140, and HS = 100 457.1 156.3

S10 1.12% PD = 60, ET = 140, and HS = 80 457.1 156.3

* Values ranged within (2 – 7.2%) in respect to transverse lowest porosity.
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Table B.6: Lowest Longitudinal Porosity values.

Longitudinal
Porosity

Manufacturing Parameters v/mm-1 φ/Jmm-3

S10 0.98% PD = 60, ET = 140, and HS = 80 428.6 166.7

S12 1.15% PD = 100, ET = 140, and HS = 180 714.3 100.0

S19 1.18% PD = 100, ET = 140, and HS = 60 714.3 133.3

S24 1.24% PD = 175, ET = 105, and HS = 80 457.1 156.3

S25 1.24% PD = 140, ET = 105, and HS = 80 571.4 125.0

* Values ranged within (5.4 – 8.3%) in respect to transverse lowest porosity.

Table B.7: Longitudinal Direction (ANOVA) Three-way result.

Source DoF Sum of Squares Mean Squares F-calculated Significance PCR

PD 2 0.48 0.24 0.35 0.7135 2.89
HS 2 1.84 0.92 1.34 0.3151 10.97
ET 2 1.57 0.79 1.14 0.3661 9.36
PD ×HS 4 3.76 0.94 1.37 0.3269 22.38
PD × ET 4 1.14 0.29 0.41 0.7938 6.80
ET ×HS 4 2.50 0.62 0.91 0.5040 14.85
Error 8 5.51 0.69 32.76
Total 26 16.81 100

B.5 Hatch Spacing Calculation

In reference to Equation 2.2, rearranging for HS :

HS =
P

v × φ× t

Substituting in values for P, v, φ, and t:

HS =
200

457.1× 156.25× 35× 10−6

HS = 80µm
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